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Technical Collateral DisclaimerTechnical Collateral DisclaimerTechnical Collateral DisclaimerTechnical Collateral Disclaimer

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL PRODUCTS. NO LICENSE, EXPRESS 
OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS 
DOCUMENT. EXCEPT AS PROVIDED IN INTEL'S TERMS AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL 
ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING 
TO SALE AND/OR USE OF INTEL PRODUCTS INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A 
PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER 
INTELLECTUAL PROPERTY RIGHT.

UNLESS OTHERWISE AGREED IN WRITING BY INTEL, THE INTEL PRODUCTS ARE NOT DESIGNED NOR INTENDED 
FOR ANY APPLICATION IN WHICH THE FAILURE OF THE INTEL PRODUCT COULD CREATE A SITUATION WHERE 
PERSONAL INJURY OR DEATH MAY OCCUR.

Intel may make changes to specifications and product descriptions at any time, without notice. Designers must not 
rely on the absence or characteristics of any features or instructions marked "reserved" or "undefined." Intel 
reserves these for future definition and shall have no responsibility whatsoever for conflicts or incompatibilities 
arising from future changes to them. The information here is subject to change without notice. Do not finalize a 
design with this information. 

The products described in this document may contain design defects or errors known as errata which may cause 
the product to deviate from published specifications. Current characterized errata are available on request. 

Contact your local Intel sales office or your distributor to obtain the latest specifications and before placing your 
product order. 

Copies of documents which have an order number and are referenced in this document, or other Intel literature, 
may be obtained by calling 1-800-548-4725, or by visiting Intel's Web Site.
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Intel MKL PARDISO –
Parallel Direct Sparse Solver Interface

Intel® Math Kernel Library (Intel® MKL) provides user-callable sparse 
solver software to solve real or complex, symmetric, structurally 
symmetric or non-symmetric, positive definite, indefinite or Hermitian
sparse linear system of equations.
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Main features of Intel MKL PARDISO

• Utilizes Intel MKL BLAS and LAPACK and uses shared-memory 

parallelism to improve numerical factorization performance.

• Solves wide class of SLAE as compared with iterative solvers.

• Minimizes RAM in use despite it is a direct solver.

• Up to linear speedup on multicore.

• Additional simplified interface DSS (Direct Sparse Solver) available 

from C and Fortran user codes.
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Additional functionality of 
Intel MKL PARDISO

1. Reordering input matrix A. 3 options are available: choose one of 
two effective internal algorithms or provide specific reordering
vector. 

2. Built-in CG algorithm with preconditioner

3. Boosting ill-conditioned matrices

4. Iterative refinement

5. ILP64 interface (dealing with more than 2*10^9 elements).

6. Out-Of-Core version (intermediate arrays stored on disk)



5-12 Oct 2008 Differential Equations. Function Spaces. 
Approximation Theory 

7 Copyright © 2008, Intel Corporation. 
All rights reserved.

Competitors of Intel MKL PARDISO

3 major competitors of Intel MKL PARDISO: BCSLIB-EXT, MUMPS and 

TAUCS.

Code Element 

entry 

Scaling Out-of-

Core 

Iterative 

refinement 

Multiple 

rhs 

Complex 

symmetric 

Hermitian 

 

BCSLIB-EXT NO NO YES X YES YES YES 

MA57 NO YES NO YES YES YES NO 

MUMPS YES YES YES YES NO YES NO 

Oblio NO NO YES YES YES YES NO 

PARDISO NO YES YES YES YES YES YES 

SPOOLES NO NO NO NO YES YES YES 

SPRSBLKLLT NO NO NO NO YES NO NO 

TAUCS NO NO YES NO NO YES YES 

UMFPACK NO YES NO YES NO YES YES 

WSMP NO YES NO YES YES YES YES 

 

ftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdfftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdf
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PARDISO Memory Utilization

ftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdfftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdf

This figure indicates a high correlation between the total memory used and the 
numbers of nonzeros in the factors …, with PARDISO requiring the least memory, 
followed by MA57 well above the rest 
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Performance profile, CPU time for the 
complete solution.

ftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdfftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdf
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Performance comparison 

Intel MKL PARDISO OOC vs. TAUCS OOC
Laplace 3D matrix N x N x N 
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Quad-Core Intel® Xeon® 5400 Series

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as 
measured by those tests. Any difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other 
sources of information to evaluate the performance of systems or components they are considering purchasing. For more information on performance tests and 
on the performance of Intel products, visit Intel Performance Benchmark Limitations
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Performance comparison

Intel MKL PARDISO vs. MUMPS, 

matrix: Laplace 3D pattern, symmetric undefined
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MUMPS 1 thread PARDISO 1 thread (base)

MUMPS 2 thread PARDISO 2 threads

MUMPS 4 threads PARDISO 4 threads

Intel® Core™2 Duo 3Ghz

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as 
measured by those tests. Any difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other 
sources of information to evaluate the performance of systems or components they are considering purchasing. For more information on performance tests and 
on the performance of Intel products, visit Intel Performance Benchmark Limitations
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Results of independent comparisons

•“Only three of the solvers (MA57, PARDISO and UMFPACK) had a success 
rate of 90% or better, while some of the others failed on 25% or more of 
the problems…”

•“Now examining the factorize times we see a significant gap between 
PARDISO and the remaining solvers…” (we see significant advantage of 
PARDISO over the remaining solver)

•“If many factorizations of matrices with identical sparsity patterns but 
differing values are required, WSMP and PARDISO are the strongest 
candidates, while if many solutions for a given matrix are needed BCSLIB-
EXT, MA57 and PARDISO can be recommended…”

•“For indefinite problems, there are no strong stability guarantees without 
pivoting, and this is reinforced by the high percentage of failures for some 
algorithms in this case. The leading contenders here are MA57 and 
PARDISO…”

•“The careful use of static pivoting within PARDISO is surprisingly 
effective…”

ftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdfftp://ftp.numerical.rl.ac.uk/pub/reports/ghsRAL200505.pdf
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Q&A


